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Abstract

Monitoring medical data, e.g., Electrocardiogram (ECG) signals, is a common application of Internet of Things (IoT) devices. Compression methods are often applied on the massive amounts of sensor data generated prior to sending it to the Cloud to reduce the storage and delivery costs. A lossy compression provides high compression gain (CG), but may reduce the performance of an ECG application (downstream task) due to information loss. Previous works on ECG monitoring focus either on optimizing the signal reconstruction or the task’s performance. Instead, we advocate a lossy compression solution that allows configuring a desired performance level on the downstream tasks while maintaining an optimized CG that reduces Cloud costs.

We propose Dynamic-Deep, a task-aware compression geared for Cloud systems. Our compressor is trained to optimize the CG while maintaining the performance requirement of the downstream tasks chosen out of a wide range. In deployment, the IoT edge device adapts the compression and sends an optimized representation for each data segment, accounting for the downstream task’s desired performance without relying on feedback from the Cloud.

We conduct an extensive evaluation of our approach on common ECG datasets using two popular ECG applications, which includes heart rate (HR) arrhythmia classification. We demonstrate that Dynamic-Deep can be configured to improve HR classification F1-score by a factor of 3 and increases CG by up to 83% compared to the previous state-of-the-art (autoencoder-based) compressor. Analyzing Dynamic-Deep on the Google Cloud Platform, we observe a 97% reduction in cloud costs compared to a no compression solution.

To the best of our knowledge, Dynamic-Deep is the first proposal to focus on balancing the need for high performance of cloud-based downstream tasks and the desire to achieve optimized compression in IoT ECG monitoring settings.
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Table 1: Comparison of compression methods on 602 test data segments using the CinC datasets when applied on HR arrhythmia classification task and reconstruction task.

<table>
<thead>
<tr>
<th>Method</th>
<th>CG</th>
<th>Avg. signal reconstruction error [%]</th>
<th>HR classification F1-score (Precision,Recall)</th>
<th>Violation of upper bound** [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>LZ77 (Lossless)</td>
<td>2.7</td>
<td>0</td>
<td>0.87* (0.87,0.87)</td>
<td>0</td>
</tr>
<tr>
<td>CAE (SOTA)</td>
<td>32.25</td>
<td>2.73</td>
<td>0.20 (0.32,0.15)</td>
<td>10.21</td>
</tr>
<tr>
<td>Dynamic-Deep #1</td>
<td>48.31</td>
<td>3.81</td>
<td>0.73 (0.72,0.74)</td>
<td>0</td>
</tr>
<tr>
<td>Dynamic-Deep #2</td>
<td>52.2</td>
<td>4.2</td>
<td>0.69 (0.698,0.697)</td>
<td>0</td>
</tr>
</tbody>
</table>

* The HR arrhythmia classification F1-score (Precision,Recall) results when applied to uncompressed data segments
** Percentage of data segments that experience classification error above 0.75

1 Introduction

Internet of Things (IoT) devices are widely used to monitor and send sensor data to the Cloud for centralized storage and execution of downstream tasks. For example, hospitals use IoT medical devices to constantly monitor Electrocardiogram (ECG) signals, the patient heart’s activity over time. ECG signal is a critical tool for diagnosing heart disease, and its analysis can alert the staff of abnormal heart behavior [19]. For diagnostic heart disease purposes, typical downstream tasks extract key-points in ECG intervals like R-R peaks [23] or QRS complexes [15] (illustration of those key-points in Fig. 1). Such medical monitoring settings generate large amounts of continuous sensor data to be sent to the Cloud. Transmitting the raw signal would imply power-hungry devices and high processing and storage Cloud costs. Therefore, an effective data compression scheme is required to reduce the transmission and storage requirements. An efficient compression module is typically deployed on the device to accommodate settings with low power resource-limited IoT devices, while a decompression module is deployed in the Cloud. The compression gain (CG) metric is used to evaluate such data compression scheme by calculating the division sizes of the original representation against the compressed representation. Fig. 2 presents an end-to-end data flow in a Cloud-based monitoring system: compressed data segments are prepared for transmission, and the data is decompressed back to raw ECG signal in the Cloud for further processing and analysis.

General ECG compression techniques belong to one of two categories: lossless or lossy. Lossless compression methods preserve the signal’s complete information but tend to achieve low compression gain (CG). In contrast, lossy techniques (that are a natural fit to IoT settings) obtain high CG at

---

1Some systems place additional servers on-site to gateway and aggregate multiple sensors. In such settings, compression is applied at the servers.
the expense of losing information, and hence reduce the performance of downstream tasks. For example, we show in Table 1 that a common lossless compression, LZ77 [23], achieves a CG of 2.7 (with STD of 0.08) on widely used ECG datasets with 602 test data segments of 2K samples each (see full datasets specs in Section 6.1), rendering the scheme inappropriate in many scenarios. On the other hand, utilizing a state-of-the-art (SOTA) lossy compression scheme, based on a convolutional autoencoder (CAE) [26] tuned to a high fixed CG of 32, leads to significant performance degradation in signal reconstruction and heart rate classification when evaluating on the CinC test dataset.

In Cloud settings, it is desired to have a lossy compression scheme sensitive to Cloud costs that maintains a high performance for one or more downstream tasks executed on the decompressed data.
Previous ECG works focus either on compressing schemes optimized for signal reconstruction (and can result in low downstream task performance) or models optimized for extracting or classifying ECG features (and not necessarily lend themselves to effective compression) [15]. One approach to bridge the gap between the two is to systematically control the tradeoff between compression level and tasks’ performance.

In this paper, we aim to provide a lossy compression method that allows the system administrator (admin) to configure a desired performance level, namely an upper bound on downstream tasks’ error, while maintaining an optimized CG. Moreover, the method needs to be resource efficient to fit in an IoT device without adding significant overhead.

We propose Dynamic-Deep (see Fig. 3), a task-aware variable-rate compression. Our analysis reveals a low correlation between reconstruction error and the (tested) downstream task’s error. The low correlation may be caused by the objectives difference, continuously tracking the signal vs. capturing sporadic events. Hence, Dynamic-Deep jointly optimizes CG and the tasks’ performance level. It learns to choose the optimal CG dynamically for each data segment sent to the Cloud out of multiple compression levels, each implemented by a single convolutional autoencoder. The dynamic behavior allows the scheme to achieve impressive CG. With such a design, one can directly specify the desired performance level of the tasks, rather than provide a general hyper-parameter to control a rate quality tradeoff, as often done in variable rate compression schemes.

A straightforward approach to extend an existing CAE to support dynamic operation is to choose the optimal level of compression based on the reconstructed signal. Such a solution requires feedback from the downstream tasks and thus is not a fit for an IoT setting where the compression and decompression modules are decoupled. To address this, we extend a classical CAE architecture also to learn to predict the downstream tasks’ feedback as part of the compressed representation. This prediction eliminates the feedback loop between the IoT devices and the Cloud but still assures an optimal compressed representation that meets desired performance of downstream tasks. To further reduce the computational costs of our model, we apply standard (deep learning) architecture optimization techniques. We believe that our work may be the first to propose a dynamic compression scheme with a tunable downstream task error that easily matches the design requirements for IoT medical applications.

2Modern implementations of ECG applications are encoder-based. Our design uses a dedicated encoder for
Figure 3: Schematic architecture of Dynamic-Deep. The compression and decompression modules use stacked convolutional layers with downsample and upsample layers, respectively, to achieve multiple compression levels. The encoder uses a dense layer to predict the task error for each level.

We conducted a comprehensive evaluation of our proposed method using two complex real-life ECG applications, R-R peaks detection (RPNet [23]) and HR arrhythmia classification [19] with widely used ECG dataset. The dataset includes 50 hours ECG recordings with different types of labeled arrhythmia annotated by medical experts. The test set has 602 data segments with 8.9K samples each while 40% contains abnormal events (see full datasets specs in Section 6.1). Our compression method can be configured to wide range of downstream task performances. One of which can increase HR arrhythmia classification F1-score by 3 times, and the average CG by up to 83% (with a maximum CG of 64), compared to a SOTA CAE compression with a fixed CG [26] (Table 1 compare arbitrary working knobs against SOTA CAE). These improvements stem from training the compressor with the downstream task loss feedback (yield better F1-score) and applying a dynamic compression approach (yield better CG). Fig. 4 shows the resulted CG histogram of 2 chosen configured upper bound errors when applying Dynamic-Deep approach. Such approach enable Dynamic-Deep to adapt itself automatically to the pre-configured upper bound and to automatically choose the optimal CG combinations. Dynamic-Deep successfully preserved the desired error bound for all data segments; Whereas SOTA CAE violates the HR arrhythmia classification task’s error bound for 10.21% of the data segments. Here, the classification task’s error is defined as the categorical cross entropy (CCE) loss, a common loss function for classification compression, decoupled from the downstream encoder, to allow a lightweight compressor implementation and support cases where the downstream task internals are not available to the admin due to business or IP restrictions.
models. Further, the memory footprint of our solution is 67% lower than that of the CAE. In addition, we deployed our solution on the Google Cloud Platform to study its real-world Cloud costs. Decompressing data traffic equivalent to that of a small-mid-sized hospital, we observe that a reductions in Cloud expenses by up to 97% compared to that of non-compressed data traffic. Section 6 presents the full evaluation as well as the evaluation of additional downstream task RPnet. RPNet detects R-R peaks in ECG and considered being important to precursor to the diagnosis of numerous cardiac disease.

Our method can be easily extended to incorporate additional downstream tasks by adding the corresponding loss functions. Moreover, while we present the results of Dynamic-Deep on medical ECG data, our method is general, and thus can be extended to support other sensor types and potentially other domains by simply adapting the compressor modules.3

This paper is organized as follows. Section 2 discusses related works on ECG signal compression. Sections 3-5 explain the motivation, the high-level and detailed design of our proposed solution. Next, evaluation experiments are presented in 6. Finally, we conclude in 7.

![Graph](image)

(a) Low upper bound configuration prevents Dynamic-Deep choosing CG of 64
(b) High upper bound error (Dynamic-Deep ≠2) configuration

Figure 4: Configuring an upper bound error enable a dynamic compression approach

2 Related Work

Existing compression techniques were adapted into medical IoT environments, typically to fit the low power requirements [22], [9]. Such methods are split into lossless [24] and lossy [9] categories.

3Source code available at https://github.com/eladwass/Dynamic-Deep
Lossless achieves low CG on signals, such as ECG [16], while lossy compression is highly efficient (in reducing storage requirements), and thus fit for IoT sensing.

**Transform-based compression.** A common approach for lossy compression is transform-based, which seeks to preserve the crucial parts of the signal’s representation in the transformed domain. Few notable examples are Fourier transform [20], Wavelet transform [4] or the Cosine transform [2], each with its own domain transformation preference. The transformed representation of ECG data is often sparse, and thus preserving the right parts of the representation enables one to get a reconstruction signal of potentially high fidelity [9], [5]. In [22] a proposal for a dynamic scheme that adopts the threshold on the representation size is suggested. The main drawback of the transform-based approach is the use of a predefined domain transformation, which may not lead to the highest CG for the desired reconstruction level.

**Neural network (NN) based compression.** NNs automate the process of searching for an optimal domain transformation for the compressed representation. Auto-Encoders (AE), a family of NNs, were extensively studied [14], [12] and shown to effectively learn an expressive-yet-efficient representation of ECG segments, and thus provide a higher CG than transform-based compression methods [22]. Recent work [26] uses a convolutional AE with 27 layers to achieve SOTA compression results. In general, AE architectures have a single fixed compression level, and thus are limited in the achievable CGs.

**Variable-rate compression.** Recent works suggested NN architectures with multiple compression levels that allow balancing between CG and reconstruction quality [7], [3]. However, they require to define in advance a rate control parameter. Additionally, they focus their evaluation on reconstruction quality only, therefore there is no guarantee on downstream tasks performance. Whereas Dynamic-Deep is tuned to a desired downstream tasks' performance and optimizes CG for each data segment automatically rather than manual parameter changes.

**Task-aware compression.** Recent NN-based data compression architectures consider the joint performance of signal reconstruction and single downstream task, such as Person keypoint detection [18] or 3D point cloud classification tasks [10]. Such methods perform better with respect to downstream tasks performance and compression gain than its standalone single-task counterparts. However, none of them introduced performance analysis of multiple downstream tasks. Dynamic-Deep applies such an approach for the ECG domain and studies how to tune a multiple-level
task-aware compressor to optimize overall CG results.

3 Motivation For Balancing CG And Downstream Tasks Performance

Lossy compression methods, such as SOTA CAE [26], are based on an architecture with a single fixed compression level. However, using a fixed compression level may not necessarily satisfy a desired bound on the task’s error for every data segment.

Fig. 5 presents the loss quartiles across 602 ECG test data segments for different tasks and fixed compression levels: 128, 64, 32, 16 and none (See section 6.1 for detailed dataset specs). Denote CAExx as an extended SOTA CAE implementation with a CG of xx, and let CAE0 represents no compression. We note that non zero losses may occur in uncompressed operations due to the inherent error of the downstream task model.

Let an example scenario be when the admin bound the HR arrhythmia classification loss (CCE) to 0.75, none of the fixed compressors can satisfy this bound for all segments, as shown in Fig. 5a. To meet the bound of 0.75 we can apply an approach of 2-compression levels by combining a single compressor and no compression. For instance, with a single compressor CAE32, 75% of data segments meet the upper bound, hence the rest 25% remain non compressed. Such a setting yields an average CG of 24. Additionally, we can leverage higher CG as long as those meet the upper bound error of desired downstream task. For instance, CAE64 meets the upper bound for approximately more than 70% of data segments. Therefore, increasing to 3-compression levels allows more compression possibilities with potential of higher CG. Back to the example meeting the bound of 0.75, approximately 75% of data segments can be compressed with a high CG of 64 or 32 while the rest 25% remain uncompressed, reaching higher CG of 48.31. Increasing the number of compression levels to 4 with maximum CG of 64 and upper bound error of 0.75 improves average CG to 49.2. Finally, with a 5-compression level and maximum CG of 128 almost double the average CG, still, with the upper bound of 0.75 (See further discussions in 6).

For the reconstruction task, a fixed compression level also does not necessarily satisfy a low configured upper bound error for every data segment. Fig. 5b presents a similar challenge the admin faces with the HR arrhythmia classification task. It is challenging to configure a low upper
bound that satisfies a single fixed compression level. But choosing multiple compression levels can solve this challenge as presented for the HR arrhythmia classification task.

As opposed to the HR arrhythmia classification task and reconstruction task, the R-R peak extraction task can benefit less from multiple compression levels. The difference in loss quartiles between compression levels is not significant compared to the former analyzed tasks. Therefore, we expect to see a minor advantage in favor of higher compression levels against lower compression levels (see Fig. 8 for the results). Here, the R-R peak extraction loss is defined as the Huber loss, also known as smooth $L_1$ loss [23].

Tuning the number of compression levels with related CG (128, 64, 32, 16 or none) comes with a tradeoff of model complexity and performance (see evaluation in section 6.3). Following the evaluation we chose to proceed with 3-compression levels with CAE64, CAE32 and CAE0.

Figure 5: The loss’s quartiles over test ECG data segments (of size 602 as in [19]) for various tasks.
Balancing CG and the downstream tasks’ error is challenging, as the compressor needs the task’s error feedback for every level of compression to optimize for the highest CG. But, in IoT settings, downstream tasks are decoupled from the compressor and located in the Cloud. We explain how to manage and provide the error feedback in the next section.

4 Dynamic-Deep High Level Design

To receive feedback from the downstream tasks, we propose a solution that extends the classical CAE architecture with multiple compression levels in a task-aware fashion (for discussions regarding the number of levels see section 6.3). Dynamic-Deep consists of the following (as shown in Fig. 3):

1. **Compression Module**: set of encoders that compress every raw data segment into multiple compression level representations. To reduce the need for actual feedback from the downstream tasks, we employ a *dense layer* trained to predict the downstream tasks’ weighted error for each compression level. We choose the highest feasible CG based on the pre-configured upper bound error and the feedback prediction.

2. **Decompression Module**: set of decoders that accept multiple representations of different compression levels and reconstruct the data segment.

For optimizing the joint performance of downstream and reconstructed tasks, the training phase requires differentiable downstream tasks (e.g. NN-based). Nonetheless, after the training phase, the reconstructed signal (from the pre-trained compressor) allows executing additional downstream tasks not necessarily differentiable. We found a low correlation between reconstruction error and downstream tasks’ error (see Section 5.4). We therefore designed Dynamic-Deep to predict the downstream tasks’ error rather than the reconstruction error as a proxy for the error feedback.

5 Dynamic-Deep Implementation Details

5.1 Multiple Compression Levels

The following architectural changes were made to extend the CAE32 to support a CG of 64 and reach 3-compression levels (64, 32 or no compression). See appendix B for full detailed network. We chose

\[^4\text{CAE0 equals zero since no ground truth exists on CINC dataset}\]
3-compression levels based on experiments comparing the performance (and footprint) of different numbers of compression levels, including CAE16. We obtained highest impact with 3-compression levels (see Section 6.3). Denote conv(x,y) as a convolutional layer with x number of filters, kernel size of y, and Upsample(z) as an upsample layer with size z. To support CG of 64, convolutional layers conv(64,7) and conv(1,3) were added after CAE32 encoder’s layer number 12, yielding an output shape of (31,1).

A decoder adapter transforms the compressed representation of 64 to input the CAE32’s decoder. The adapter has four layers: conv(16,7), conv(32,3), Upsample(2), conv(32,3), Upsample(2) with an output size of (124,32). The output of the adapter is the input of layer 18 in CAE32. Each compressed representation has its dense layer to support the downstream tasks’ prediction. The dense layer’s output shape is (1,1), and it applies a ReLU activation [1].

5.2 Minimizing Memory Footprint For IoT Support

Deploying compressing modules on lightweight IoT devices requires a resource-constrained implementation. We use two encoders to support 3-compression levels, which results in a 1.06MB memory footprint for the extended SOTA CAE. We use several techniques to reduce the model’s memory size:

1. Deep learning compression techniques: The number of learnable parameters of the CAE encoder’s 10th layer is reduced by decreasing the number of filters and kernel size. We compensate and preserve compression performance by preserving the receptive field using convolutional layers with stride=2 instead of pooling layers [6]. Note that the encoder’s 10th layer is used in all compression levels.

2. Sharing layers: first layers of each encoder (CAE32 and CAE64) have the same learnable parameters, therefore memory and computation are reused and avoid linear memory increase for each compression level [13]. Only the last encoder’s layers of each compression level are computed uniquely. Fig. 6 illustrates the final design.

Table 2 summarizes the resulting memory size when Applying the above techniques. It decreases the number of parameters to only 84K parameters which are 67% fewer parameters to the straight-forward 3-compression level CAE’s encoder.
5.3 Combined Loss Function

Dynamic-Deep has three loss functions accumulated to a combined loss function. The reconstruction loss \( L_R \), calculates the distance between each sample in original data segment \( X \) and the reconstructed data segment \( \hat{X} \) over \( M \) samples.

\[
L_R = \frac{1}{M} \sum_{i=0}^{M-1} \frac{|X[i] - \hat{X}[i]|}{X[i]} \times 100
\]  

The downstream task weighted error \( L_w \), accumulates the downstream tasks’ loss functions. Let \( t_i \) denote task \( i \), and \( L_{t_i} \) and \( w_i \) denote its loss function and the weighted (scaling) factor of the loss function, respectively.

\[
L_w = \sum_{i} w_i \times L_{t_i}
\]  

The combined loss function \( L_c \), combines the reconstruction loss \( L_R \) with the downstream tasks' weighted error \( L_w \). \( w_0 \) scales the \( L_R \) to balance between reconstruction performance and downstream tasks.

<table>
<thead>
<tr>
<th>Table 2: Compression Module’s Memory minimization</th>
<th>Number of parameters</th>
<th>memory size [KB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original 2-compression level (CAE based)</td>
<td>133K</td>
<td>532</td>
</tr>
<tr>
<td>Original 3-compression level (CAE based)</td>
<td>266K</td>
<td>1064</td>
</tr>
<tr>
<td>Deep learning compression techniques</td>
<td>168K</td>
<td>678</td>
</tr>
<tr>
<td>Sharing layers (<strong>Dynamic-Deep</strong> 3-compression level)</td>
<td>83K</td>
<td>332</td>
</tr>
</tbody>
</table>
tasks performances.

\[ L_c = w_0 \ast L_R + L_w \]  

Finally, Dynamic-Deep learns to predict \( L_w \) using the mean squared error (MSE).

### 5.4 Training

We observe a low correlation between the tested downstream tasks and the reconstruction errors across a wide range of the weighting factors \( w_i \) (see Section 6.4). Hence, training a downstream task in isolation on the reconstructed signal may result in limited performance.

We thus train Dynamic-Deep in three phases, where the second phase is repeated for each additional downstream task. First, we train the compressor to optimize the reconstruction task (see eq. (1)). Here, we use the MIT-BIH dataset by applying the preprocessing described in [26]. Second, we fine-tune with cascaded downstream tasks loss, including reconstruction loss (see eq. (3)). The downstream tasks’ models’ weights are frozen and trained for additional 20 epochs with the CinC dataset\(^5\) by applying the preprocessing described in [19]. Finally, we train the dense layer to predict the downstream tasks’ weighted error for additional 10 epochs. As before, the compressor is frozen to not penalize previous training phases.

All phases use the Keras API with TensorFlow 2.2 backend, an Adam optimizer with a learning rate of 0.001, \( \beta_1 = 0.9, \beta_2 = 0.999 \), decay \( = 1e^{-5} \), and a batch size of 32.

### 5.5 Tuning Loss Weighting Factors

Training downstream tasks isolated from the compressor may result in limited performance. Therefore a fine-tuning training phase is applied. The balancing between the downstream tasks and the reconstruction task is achieved using weighted factors \( w_i \) in \( L_c \). The weighted factors are hyperparameters that help reach a working point where the performance degradation is minimal for all downstream tasks and reconstruction tasks.

Increasing \( w_0 \), increases the domination of the reconstruction loss and, therefore, improves the reconstruction quality. However, increasing the values of \( w_i \) (weights of downstream task \( t_i \)) im-

\(^5\)For the essence of evaluation, all training phases use the same CinC dataset. The HR Arrhythmia task use the dataset as-is therefore compared against medical expert. For the RPNet task, we compare the performance of different CG against CG=1 (i.e. no compression)
proves the performance of the downstream task on account of the other tasks. Finally we set $w_0 = 0.04, w_1 = 0.015, w_2 = 0.4$ for the reconstruction task, HR arrhythmia detection task and R-R peak extraction task respectively. The chosen weights scale the loss components of each task $t_i$ and reconstruction task and prevent the domination of one of them. We believe we can also use the weighting factor to help the admin favor a specific task, but this is outside the scope of this work since it brings an additional challenging dimension of how to interpret downstream task performance with tunable weighting factors.

6 Experimental Results

6.1 Datasets and Downstream Tasks

Datasets: used for training and evaluation:

- **MIT-BIH** [17]: used to evaluate ECG compression as it includes different types of noise patterns and various shapes of arrhythmic QRS complexes [15]. The benchmark contains 48 half-hour ambulatory ECG recordings with 11-bit resolution and sample rate of 360Hz yielding a data set comprising 4800 ECG data segments.

- **CinC** [8]: Captured from the AliveCor ECG monitor and contains about 7000 records with 8960 samples each. These records are annotated by medical expert to the following classes: Atrial Fibrillation(AF), noise, other rhythms or normal. The data was stored at a sample of 300 Hz. The test set has 602 data records where 40% contains abnormal events. Training set has 5403 data records. Note that, each record contains multiple sliding data segment of 2000 samples which is the input size of Dynamic-Deep.

Downstream tasks: two kind of tasks (NN based) architectures were chosen:

- HR arrhythmias classification: implemented using convolutional NN (CNN) [19] as a classification task. The ground truth of this task uses labels from the CinC dataset. Those labels are annotated by medical experts.

- R-R peak extraction(RPnet): implemented using NN [23] as a regression task locating the position in time of the peak. The ground truth of this task (i.e. R-R peaks on raw ECG) is
generated by running the RPnet NN on the raw ECG signals offered by the CinC dataset. Then different CG were evaluated relatively to the ground truth.

Both are commonly used tasks in real-world ECG applications.

6.2 Task Awareness Evaluation

We focus our evaluation on the Dynamic-Deep downstream tasks’ predictions performed by the dense layer in the compression module. We compare our predictions against two theoretical models (see why in 6.3), in which the downstream task feedback is available for the compressor:

1. 2-level feedback-aware: the method has 2-compression levels of 64 or no compression.

2. 3-level feedback-aware: the method has 3-compression levels of 64, 32 or no compression.

Each model executes the downstream tasks for every data segment and measures the error at each compression level. Then, they choose the highest compression that meets the configured upper bound error. If none meets the upper bound, the no compression level is chosen. Note that such a method is not applicable in typical IoT settings since the feedback is not readily available at the edges. We evaluated Dynamic-Deep vs. the theoretical models above considering the following setups:

1. Single downstream task awareness: of HR arrhythmia classification or R-R peak extraction. Fig. 7 shows that Dynamic-Deep follows the trends of the theoretical method successfully. Increasing the upper bound error increases the CG and the effective task loss and vice versa. For every configured upper bound Dynamic-Deep results with a lower effective task loss than the configured upper bound. There is an improvement in CG for both tasks when increasing the number of compression levels from 2 to 3.

For the RPNet task, moving from 2 to 3 compression levels yields a diminishing return. The diminishing return is a result of low difference in loss quartiles between compression levels as explained in section 3. Nonetheless, Dynamic-Deep successfully follows the trends and chooses the optimal decision (see fig. 8).

2. Multiple downstream tasks’ awareness: of both R-R peak extraction and HR arrhythmia classification. Supporting multiple downstream tasks introduces a tradeoff on which downstream
dynamic drop successfully balance between desired performance and CG

Figure 8: Benchmark on RPNet (R-R extraction) shows Dynamic-Deep successfully balance between desired performance and CG

6.3 Tuning Compression Level And Compression Gain

To set Dynamic-Deep’s parameters (number of compression levels and their compression gain), a grid search process is applied to optimize for the highest CG and the highest downstream tasks’ performance. To save training time, theoretical feedback-aware models is used to approximate...
Dynamic-Deep performance. The best performed parameters are used to train Dynamic-Deep. We compared the following theoretical feedback-aware models:

1. 2-level feedback-aware: the method has 2-compression levels of 64 or no compression
2. 3-level feedback-aware: the method has 3-compression levels of 64, 32 or no compression
3. 4-level feedback-aware: the method has 4-compression levels of 64, 32, 16 or no compression
4. 5-level feedback-aware: the method has 5-compression levels of 128, 64, 32, 16 or no compression

We applied the following phases to choose between the above models:

1. Set an upper bound CG: that still allow functional operation of the end to end system. The desired upper bound CG allows reconstruct the signal, allow non-noisy outputs from the downstream tasks and allow learning to predict downstream tasks error.
2. Choose number of compression levels: after setting the upper bound CG, we add compression levels till we see saturation in CG performance.

Fig. 9 presents the performance of each model on the HR arrhythmia classification task. 5-level feedback-aware with an upper bound CG of 128 succeeds in doubling the CG compare to other setups. However, the CG of 128 expressed by a compressed representation of 64 bytes, failed to learn the predictions of the downstream task feedback. The training attempts reached an overfitting and did not generalize to unknown signals. We believe a compressed representation of 64 bytes is too small to succeed in the predicting task. Thus we did not choose models with an upper bound CG of 128 and tuned the upper bound CG to 64.

Increasing the number of compression levels from 2 to 3 has higher performance gain as opposed to changing from 3 to 4. One can think of simply choosing the configuration with the highest compression levels, but additional compression levels come with the price of model complexity. Any additional compression level demand in average additional 2K parameters, depend on the CG of the added level. Therefore the choice of 3 compression levels is just before reaching saturation in CG and avoids the complexity of higher CG implementation. For the R-R peak extraction task, Fig. 8...
presents that the increase from 2 to 3 compression levels is minor and almost neglected. Therefore a 2 compression level for this task reaches a good balance.

To sum up, Dynamic-Deep is designed with a 3-compression level to align with the task requiring the highest number of compression levels.

![Graph](image)

(a) Average CG against pre-configurable bound 
(b) Effective loss against pre-configurable bound

Figure 9: Theoretical feedback-aware comparison with different compression level for the HR arrhythmia classification task

6.4 Low Correlation Between Downstream Tasks and Reconstruction Error

We measured a weak correlation (equal to 0.23) between reconstruction loss and the downstream tasks' loss using Spearman metric [25]. Moreover, when changing the weighting factor $w_i$ of $L_c$ in favor of optimizing a specific downstream task, the correlation is reduced by almost half. We suspected the existence of low correlation following two symptoms:

1. Lower performance when feedback-awareness using reconstruction loss: the initial design used the reconstruction error as feedback to choose a compression level. However, fig. 10 presents that optimizing based on downstream task loss (e.g. HR arrhythmia classification loss) reduced the effective loss up to 70% with the same CG.

2. Fine-tuning pre-trained compressor: We expected that optimizing only the reconstruction task would meet the similar performance as fine-tuning a pre-trained compressor. However, fine-tuning improved the (tested) downstream tasks' performance.

Following the above experiments, we designed Dynamic-Deep to predict the downstream task error instead of using the reconstruction error.
6.5 Cloud Cost Reduction Analysis Using Dynamic-Deep

Compression methods are used in IoT settings to reduce storage costs and networking bandwidth. For Cloud costs evaluation, we consider storage and computation (data decompression for consumption by downstream tasks) costs since Cloud inbound traffic is usually free. We compare the following operational models:

1. **Dynamic-Deep**: IoT device sends a compressed representation, which is stored in the Cloud, and Cloud side decompression phase is applied before downstream tasks’ execution.

2. **Dynamic-Deep with uncompressed**: IoT device sends both compressed and uncompressed representations. The compressed representation is stored while downstream tasks operate on the uncompressed representation.

We assume that a domain expert reviews some portion $x\%$ of historical sensor data, and accounts for the corresponding overhead, the cost of fetching data from storage and decompressing it, in both models.

We ran these two models on Google Cloud Platform [11] using ECG data segment traffic equivalent to a small-mid hospital with 200 beds. We configured the upper bound error of HR arrhythmia classification to be 0.75 and received an average CG of 48.31. We measured the computation expenses of our setup on an N1-Custom instance with 1 CPU, 2GB RAM, Intel Xeon 2.2GHz. Fig. [11] presents the measured results. Lossless compression reduces expenses by 63% regardless of the specific architecture due to its low computation usage. **Dynamic-Deep with uncompressed** architecture
saves up to 97% cost expenses compared to no compression solution and is more efficient than lossless even with 100% data fetching.

Figure 11: Yearly cost expenses compression comparison

7 Conclusion

We presented a variable-rate compression system suitable for IoT-Cloud applications. The method leverages downstream task error prediction at the edge to overcome challenges within Cloud architectures and to allow the system admin to configure a desired performance level. We successfully showed CG improvements on two types of downstream tasks against a SOTA CAE. Additionally we showed the method allows the practitioner to balance between desired performance and compression gain. Future work will extend the implementations to other domains.
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Appendices

A  Evaluate Multiple Downstream tasks

Fig 12 presents the awareness Dynamic-Deep has for both R-R peak extraction and HR arrhythmia classification. Supporting multiple downstream tasks introduces a tradeoff on which downstream task to optimize. Dynamic-Deep uses a downstream task weighted error, which can be viewed as a single task awareness. Fig. 12 demonstrates that multi-task awareness has similar results to a single task awareness.

![Figure 12](image)

Figure 12: Benchmark on multiple downstream tasks shows Dynamic-Deep successfully balance between desired performance and CG

B  Dynamic-Deep Low Level implementation details

The following figures detail the low level implementation details and parameters used in each layer of Dynamic-Deep. Denote conv1d_x_y_activationRRRR as a one dimensional convolution with x filters, y size of kernel with activation function. The four RRRR indicate a unique number for each new instance of layer.

1. High Level design: Fig. 13 details the main component of compressor (indicated as Shared Encoder) and the Decompressor (indicated as decoder)

2. Compressor: Fig. 14 presents the layers used in the compressor and is called as Shared Encoder

3. Decompressor: Figures 15 and 16 details all layers used to implement the decompressor
4. **dense layer**: Fig. [17] detail the layers used to implement the prediction of the downstream tasks’ error

Model: "U-NET_32_64_iot"

<table>
<thead>
<tr>
<th>Layer (type)</th>
<th>Output Shape</th>
<th>Param #</th>
<th>Connected to</th>
</tr>
</thead>
<tbody>
<tr>
<td>encoder_input_combined (InputLayer)</td>
<td>([None, 2000, 1])</td>
<td>0</td>
<td>encoder_input_combined[0][0]</td>
</tr>
<tr>
<td>Shared Encoder (Encoder_32_64_iot)</td>
<td>([None, 63, 1], [None, 32, 1])</td>
<td>83898</td>
<td>encoder_input_combined[0][0]</td>
</tr>
<tr>
<td>zero_padding1_1 (ZeroPadding1D)</td>
<td>([None, 95, 1])</td>
<td>0</td>
<td>Shared Encoder[0][0]</td>
</tr>
<tr>
<td>zero_padding1_2 (ZeroPadding1D)</td>
<td>([None, 95, 1])</td>
<td>0</td>
<td>Shared Encoder[0][1]</td>
</tr>
<tr>
<td>decoder (Functional)</td>
<td>([None, 2000, 1])</td>
<td>4094138</td>
<td>zero_padding1_1[0][0]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>zero_padding1_2[0][0]</td>
</tr>
</tbody>
</table>

Total params: 4,178,036
Trainable params: 4,177,940
Non-trainable params: 96

Figure 13: High Level Modules
Model: "Shared Encoder"

<table>
<thead>
<tr>
<th>Layer (type)</th>
<th>Output Shape</th>
<th>Param #</th>
</tr>
</thead>
<tbody>
<tr>
<td>conv1d_8_3_swish16414 (Conv1D)</td>
<td>multiple</td>
<td>32</td>
</tr>
<tr>
<td>conv1d_16_3_swish15609 (Conv1D)</td>
<td>multiple</td>
<td>400</td>
</tr>
<tr>
<td>conv1d_8_1_swish14806 (Conv1D)</td>
<td>multiple</td>
<td>136</td>
</tr>
<tr>
<td>conv1d_32_5_swish15432 (Conv1D)</td>
<td>multiple</td>
<td>1312</td>
</tr>
<tr>
<td>batch_normalization (BatchNormalization)</td>
<td>multiple</td>
<td>128</td>
</tr>
<tr>
<td>conv1d_64_5_swish14512 (Conv1D)</td>
<td>multiple</td>
<td>10304</td>
</tr>
<tr>
<td>conv1d_32_1_swish19285 (Conv1D)</td>
<td>multiple</td>
<td>2080</td>
</tr>
<tr>
<td>conv1d_16_3_swish15233 (Conv1D)</td>
<td>multiple</td>
<td>1552</td>
</tr>
<tr>
<td>conv1d_32_3_swish14297 (Conv1D)</td>
<td>multiple</td>
<td>1568</td>
</tr>
<tr>
<td>conv1d_16_1_swish12612 (Conv1D)</td>
<td>multiple</td>
<td>528</td>
</tr>
<tr>
<td>batch_normalization_1 (BatchNormalization)</td>
<td>multiple</td>
<td>64</td>
</tr>
<tr>
<td>conv1d_32_11_swish16097 (Conv1D)</td>
<td>multiple</td>
<td>5664</td>
</tr>
<tr>
<td>conv1d_64_7_swish11491 (Conv1D)</td>
<td>multiple</td>
<td>14400</td>
</tr>
<tr>
<td>conv1d_64_1_swish13892 (Conv1D)</td>
<td>multiple</td>
<td>4160</td>
</tr>
<tr>
<td>conv1d_32_7_swish18194 (Conv1D)</td>
<td>multiple</td>
<td>14368</td>
</tr>
<tr>
<td>conv1d_64_5_swish10310 (Conv1D)</td>
<td>multiple</td>
<td>10304</td>
</tr>
<tr>
<td>conv1d_32_1_swish19546 (Conv1D)</td>
<td>multiple</td>
<td>2080</td>
</tr>
<tr>
<td>conv1d_1_7_swish10503 (Conv1D)</td>
<td>multiple</td>
<td>225</td>
</tr>
<tr>
<td>conv1d_64_7_swish12228 (Conv1D)</td>
<td>multiple</td>
<td>14400</td>
</tr>
<tr>
<td>conv1d_1_3_swish12466 (Conv1D)</td>
<td>multiple</td>
<td>193</td>
</tr>
</tbody>
</table>

Total params: 83,898  
Trainable params: 83,802  
Non-trainable params: 96

Figure 14: Shared encoder transforming input signal into 2-compression level
Figure 15: Adapting different compression level to a single shared decoder (decoder_32_64_shared_iot), see Fig. [10].
Model: "Shared_Decoder"

<table>
<thead>
<tr>
<th>Layer (type)</th>
<th>Output Shape</th>
<th>Param #</th>
</tr>
</thead>
<tbody>
<tr>
<td>up_sampling1d_3</td>
<td>multiple</td>
<td>0</td>
</tr>
<tr>
<td>zero_padding1d</td>
<td>multiple</td>
<td>0</td>
</tr>
<tr>
<td>convid_64_7_swish16024</td>
<td>multiple</td>
<td>14400</td>
</tr>
<tr>
<td>convid_128_7_swish10165</td>
<td>multiple</td>
<td>57472</td>
</tr>
<tr>
<td>up_sampling1d_4</td>
<td>multiple</td>
<td>0</td>
</tr>
<tr>
<td>convid_16_3_swish15801</td>
<td>multiple</td>
<td>6160</td>
</tr>
<tr>
<td>convid_32_3_swish13585</td>
<td>multiple</td>
<td>2592</td>
</tr>
<tr>
<td>up_sampling1d_5</td>
<td>multiple</td>
<td>0</td>
</tr>
<tr>
<td>convid_32_3_swish17623</td>
<td>multiple</td>
<td>3104</td>
</tr>
<tr>
<td>convid_8_3_swish13532</td>
<td>multiple</td>
<td>776</td>
</tr>
<tr>
<td>convid_2_3_swish10743</td>
<td>multiple</td>
<td>50</td>
</tr>
<tr>
<td>flatten (Flatten)</td>
<td>multiple</td>
<td>0</td>
</tr>
<tr>
<td>outputs_decoder (Dense)</td>
<td>multiple</td>
<td>4002000</td>
</tr>
</tbody>
</table>

Total params: 4,086,554
Trainable params: 4,086,554
Non-trainable params: 0

Figure 16: Shared decoder reconstruct the signal back

<table>
<thead>
<tr>
<th>Layer (type)</th>
<th>Output Shape</th>
<th>Param #</th>
</tr>
</thead>
<tbody>
<tr>
<td>convid_218 (Conv1D)</td>
<td>(None, 252, 4)</td>
<td>16</td>
</tr>
<tr>
<td>convid_219 (Conv1D)</td>
<td>(None, 252, 8)</td>
<td>104</td>
</tr>
<tr>
<td>convid_220 (Conv1D)</td>
<td>(None, 126, 8)</td>
<td>200</td>
</tr>
<tr>
<td>convid_221 (Conv1D)</td>
<td>(None, 126, 4)</td>
<td>100</td>
</tr>
<tr>
<td>convid_222 (Conv1D)</td>
<td>(None, 126, 8)</td>
<td>104</td>
</tr>
<tr>
<td>convid_223 (Conv1D)</td>
<td>(None, 63, 8)</td>
<td>200</td>
</tr>
<tr>
<td>convid_224 (Conv1D)</td>
<td>(None, 63, 1)</td>
<td>25</td>
</tr>
<tr>
<td>dropout_19 (Dropout)</td>
<td>(None, 63)</td>
<td>0</td>
</tr>
<tr>
<td>dense_5 (Dense)</td>
<td>(None, 16)</td>
<td>1024</td>
</tr>
<tr>
<td>dense_6 (Dense)</td>
<td>(None, 1)</td>
<td>17</td>
</tr>
</tbody>
</table>

Total params: 1,790
Trainable params: 1,790
Non-trainable params: 0

Figure 17: dense layers implementation that learns to predict downstream task loss
токציר

אחת מהאפליקציות הנפוצות ביו-abort ב-הнструשים (IoT) Internet of Things גורם ל年之 השפה בשתי אדריכלות לדגמה אלקטרו-устройויות (אקס) והهجوم, והهجوم جنيه
ניטור חולים עלтратת את ההופעות מראשית הנגדים ולה.DotNetBar מהוות לפני שᑑ תור של כל מנבר משלב מצרכים מצות פתרונות דופטח בתוככי בעד בשבלו טוריה או את זה קובר צמתו עליונות ענף. פתרו מסבש
אפקט תביעה תרשים כל נגון ב gratuita לא לר الأيام/an linebacker ב-אקסגזרה, העבירה קומתי בנהункци יאוחזות את אקס. מתמוסדות, פאר אסמס ייצוגה של של ויתור אפליקציות אקס' ענף, לעומד, העבירה וזילג ב
לצלאן ב שיקום התוכנית פתרון מבוסס, האפקטיביות להנהגネット עם אפליקציות אקס', ב-86% ענף אפקטיביות להציגה, לצלאן ב שיקום התוכנית פתרון מבוסס, האפקטיביות להנהגネット עם אפליקציות אקס', ב-86% ענף אפקטיביות להציגה, לצלאן ב שיקום התוכנית פתרון מבוסס, האפקטיביות להנהגネット עם אפליקציות אקס', ב-86% ענף אפקטיביות להציגה, לצלאן ב שיקום התוכנית פתרון מבוסס, האפקטיביות להנהגネット עם אפליקציות אקס', ב-86% ענף אפקтивיות להציגה. הזאת וכל להביה בצמלו עליונות ענף.

אנטינון פיתור имן את Dynamic-Deep, פתרון דחיסה שלחות בחשבוב את ביצועי
האפליקציות המותאמות ל-IoT. לתחום האפליקציות, צ-ה מתאימים אפליקציות תרשימים העורכל ב-IoT, או מציאים את ביצועי הדחיסה בחרט נידמה לעבר כל ההמראת ושולח הדחיסה לענף תחית
התחשבות בהבורה ביצוע אפליקציות העו'ן לכל תכשורת עימה.

הפרוצור המס על מסטרים עם משימתו אקס' פפורליות עם היכולת ל-IoT. הפרוצור מספר על בחש הפתרון הדחיסה הדוט היבורת המובס רישון, ו- ב-1-Score ב-3 השלישות ייעד F1-Score אפקטיביות בשון לשגל הראיה הפתרון של בניシリーズ, 83% בישודת פתרון על תשתיות של בניシリーズ לשגל הראיה הפתרון של בניシリーズ. לשגל 97% בחוס לא שימו בפרוכד Dynamic-Deep, לשם ייעוד ב-83% בנ שיית על להתсад dynamic Świetnych,unoshowedשמישלבת ומאובנ ב-97% ב-83% בנ שיית על להתсад dynamic Świetnych,unoshowedשמישלבת ומאובנ ב-97% ב-83% בנשיית על ההתсад dynamic Świetnych,unoshowedשמישלבת ומאובנ ב-97% ב-83% בנשיית על להתсад dynamic Świetnych,unoshowedשמישלבת ומאובנ ב-97% ב-83% בנשיית על להתсад dynamic Świetnych,unoshowedשמישלבת ומאובנ ב-97% ב-83% בנשיית על להתсад dynamic Świetnych,unoshowedשמישלבת ומאובנ ב-97% ב-83% בנשיית על להתсад dynamic Świetnych,unoshowedשמישלבת ומאובנ ב-97% ב-83% בנשיית על להתсад dynamic Świetnych,unoshowedשמישלבת ומאובנ ב-97% ב-83% בנשיית על להתсад dynamic Świetnych,unoshowedשמישלבת ומאובנ ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובנ ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובנ ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובנ ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובנ ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובנ ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובנ ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובנ ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובנ ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובנ ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובנ ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובנ ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובn ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובn ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובn ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובn ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובn ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובn ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובn ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובn ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובn ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובn ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובn ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובn ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובn ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובn ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובn ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובn ב-97% ב-83% בנשיית על מתסוב dynamic Świetnych,unoshowedשמישלבת ומאובn ב-97% ב-83% בנשיית ע
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